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 Data-out Experience and Challenges in Blaise 5  
Mohammad Mushtaq and April Beaulé  

 
 Abstract:  Blaise 5 web interface was used to collect data from Opt-In Pilot 2015.  At the time of data 
collection, a limited number of data-out utilities were available. The data extraction from Blaise 5 became 
a challenging task.  The available data-out options were flat file and xml data format and previously 
developed tool for Blaise 4 were not working successfully with these options.  Using available data-out 
options in Blaise 5, the data were extracted into Blaise 4 compatible flat file.  Then it was imported into 
SAS, the wide tables had 11664 and 11970 variables from two survey instruments V1 and V2 
respectively.  
 
Using knowledge of core interview instruments from prior years, Blaise 4 extraction and reverse 
engineering method of data transformation, the wide data files were transformed in relational data 
structure.  First, identify interview sections (Housing, Employment, etc.) and create data files by sections 
– this is household level file with sample id (SID) as primary key.  Second, identify arrays and loops from 
each section and stack data by loop instance into level-one tables from each section (parent table), 
remove loop-one variables from parent table.  Third, some sections had nested loops (loop inside of 
loop), therefore, data from these sections were further stacked by loop-two instance and loop-two 
variables were removed from loop-one table.  As a result of this relational transformation, the table 
structure is matching with PSID 2013. Using same method, the data from All Stars 2016 can be 
compared with data from PSID (CATI) 2015. 
The data-out task would have been much simpler if ASCII-Relational output option in Manipula can be 
made available sooner so that projects like the PSID can benefit from existing data processing tools.  
 
A second major hurdle that we have to find a solution for with Blaise 5 is identifying questions that are ‘on 
the route’ but not answered versus questions ‘not on the route’. For self-administered web questionnaires 
where respondents may just skip a question, it is imperative for data processing that we can easily 
identify which questions were presented and not answered so that we can properly document the 
universe of each question in the codebook and generate the appropriate frequencies for valid responses.  

  



 
1. Introduction 
 

 
The Panel Study of Income Dynamics (PSID) is a nationally representative longitudinal study of 
approximately 9,000 U.S. families. Since 2001, the PSID has used Blaise as its main software for its data 
collection. Due to the size and complexity of the instrument, PSID staff work with tables extracted in 
looped blocks rather than a single flat file. As the PSID moves to more web-based or mixed mode data 
collections we have begun to run pilot projects using Blaise 5.  
 
This paper will discuss the challenges we encountered in extracting data from Blaise 5. We also discuss 
potential future challenges in data handling and documentation for web-based interviews, for which 
respondents’ ability to skip questions creates challenges for variable documentation. 
 
We begin by giving you an overview of specific challenges of Blaise 5 extraction where are goal was to 
extract in the same format as Blaise 4.8 CATI. Secondly, we will review the issues surrounding 
determining an acceptable partial interview in the web self interviewing environment. Finally we will 
discuss the data processing challenges that Blaise 5 self-administered web projects present for final 
variable handling and documentation. 
 
2. Background 
 
In the early years of the study, the data collection instrument was a paper and pencil questionnaire. In 
1992, the PSID automated the survey instrument using SurveyCraft software. By 2001, the Survey 
Research Center (SRO) at the University of Michigan began using Blaise and the PSID was re-
programmed at that time based on the new software. Just as the sample continues to grow, so has the 
instrument. In 1968, the first year of the PSID, the interview took approximately 20 minutes to administer 
and the staff released 447 variables. By 2015, the average interview length was 78 minutes and we plan to 
release 5,493 variables on the Family File. 
 
The PSID is a family level instrument meaning that one respondent reports details about all the 
individuals in the family. In order to capture individual-level information, we have to set the 
threshold for array sizes higher than the average family size to allow data collection for larger 
families. These large array sizes as well as the need for many embedded arrays makes flat extraction 
unwieldy and cumbersome given the large number of blank positions in most interviews.  
 
In all previous versions of Blaise, we extracted ‘relational blocks’ using an extraction tool based on 
Manipula that was designed ‘in-house’ at the University of Michigan. This has allowed us to handle 
the data efficiently and keep only rows which contain data while dropping blank rows. However, 
with our Blaise 5 pilot projects that have launched over the last year we have faced several 
challenges extracting data in the same format given the limited number of extraction tools available 
in Blaise 5 at the time of data collection. 
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4. Determining a completed interview 
 
 
The PSID has started completing supplemental interviews to the main study by offering respondents 
mixed mode data collection using primarily a Web/PAPI protocol. The web collected records pose several 
challenges for the data processing team. The first main challenge is the handling of partially completed 
interviews. In CATI interviews the interviewer codes an interim or final disposition based on whether an 
interview has gone far enough to be considered a partial. In contrast, with self-administered web 
interviews we do know when a form has been submitted by the respondent but we do not have a sense of 
its ‘completeness’. For those cases where an interview has been started but not yet submitted we are also 
unsure about its status and about whether the respondent will go back and make further attempts to 
complete it. These ambiguities make it more difficult to monitor data collection while it is in the field and 
add extra burden for data processing staff to adjudicate which cases we will accept as completed 
interviews for the final dataset. 
 
In CATI mode, the interviewer develops a sense of item-level refusals and may in fact suspend the 
interview or code the case out a refusal if the respondent refuses to answer a large proportion of 
questions. Alternatively, interviewers alert the processing team of problematic cases by triggering a flag 
in the observation section of the interview. These interviewer-initiated triggers for further scrutiny are not 
possible in self-administered web surveys and alternative approaches are required to deem an interview an 
acceptable completed case: For web self-administered surveys, the Data Processing (DP) team works 
closely with the lead researcher to determine an acceptable level of item nonresponse based on the forms 
submitted by the respondent that are automatically coded as complete by the sample management system. 
Generally we may look at the entire sample and determine the average number of variables with non-
missing values to determine the acceptable threshold. This approach presents challenges as instruments 
increase in complexity and the number of variables ‘on-route’ or ‘off-route’ (see below) varies 
significantly between interviews. In many situations, cases with questionable ‘completeness’ have to be 
reviewed on a case by case basis, which is often time-consuming. 
 
 
5. Problem of determining questions ‘on-route’ vs ‘off-route’ 

One of the most basic fundamentals in data documentation is identifying the universe of each variable. In 
the PSID, we have long documented the inverse of the universe in our codebooks (Figure A). The INAP 
(Inappropriate code) lists the criteria the respondent met in order to skip this particular question.   
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6. Conclusion and Summary 
 
Using knowledge of core interview instruments from prior years, Blaise 4 extraction and reverse 
engineering method of data transformation, the wide data files from Blaise 5 were transformed into 
relational data structure.  First, identify interview sections (Housing, Employment, etc.) and create data 
files by sections – this is household level file with sample id (SID) as primary key.  Second, identify 
arrays and loops from each section and stack data by loop instance into level-one tables from each section 
(parent table), remove loop-one variables from parent table.  Third, some sections had nested loops (loop 
inside of loop), therefore, data from these sections were further stacked by loop-two instance and loop-
two variables were removed from loop-one table.  As a result of this relational transformation, the table 
structure is matching with PSID 2015.  
 
It is likely that many large surveys like the PSID will continue to explore data collection via the web 
given cost-cutting pressures from funders as well as increasing respondent coverage as more and more 
families gain access to computers and the internet. The expectation from both funders and the user 
community is that data collected via the web will have the same standards of cleaning and documentation 
as data collected via CATI.  
 
The current tools offered in Blaise 5 do not allow us to easily check and assign appropriate codes for ‘on-
route’ but not answered versus ‘off-route’. This is a significant drawback for data processing and 
documentation. If tools could be provided to automatically assign fields with this distinction then we 
could also build on that information to help us come up with algorithms for determining ‘completeness’ 
of a web interview. Instead of case-by-case checking of completeness we could flag outliers that have 
more than the average share of missing responses by dividing the number of presented but skipped 
questions by the number of overall questions that were ‘on-route’. 
 


